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HIGHLIGHTS

- We propose a novel real-time method to detect application-layer DDoS attacks.
- We integrate the detection algorithm into a DDoS attack defense architecture.
- Our proposed architecture can be deployed in backbone networks.
- We carry out the experiments using real-world backbone traffic from Sina.
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ABSTRACT

Web servers are usually located in a well-organized data center where these servers connect with the outside Internet directly through backbones. Meanwhile, the application-layer distributed denials of service (AL-DDoS) attacks are critical threats to the Internet, particularly to those business web servers. Currently, there are some methods designed to handle the AL-DDoS attacks, but most of them cannot be used in heavy backbones. In this paper, we propose a new method to detect AL-DDoS attacks. Our work distinguishes itself from previous methods by considering AL-DDoS attack detection in heavy backbone traffic. Besides, the detection of AL-DDoS attacks is easily misled by flash crowd traffic. In order to overcome this problem, our proposed method constructs a Real-time Frequency Vector (RFV) and real-timely characterizes the traffic as a set of models. By examining the entropy of AL-DDoS attacks and flash crowds, these models can be used to recognize the real AL-DDoS attacks. We integrate the above detection principles into a modularized defense architecture, which consists of a head-end sensor, a detection module and a traffic filter. With a swift AL-DDoS detection speed, the filter is capable of letting the legitimate requests through but the attack traffic is stopped. In the experiment, we adopt certain episodes of real traffic from Sina and Taobao to evaluate our AL-DDoS detection method and architecture. Compared with previous methods, the results show that our approach is very effective in defending AL-DDoS attacks at backbones.

1. Introduction

DDoS attack is a continuous and critical threat to the Internet. AL-DDoS attack [1], as a major form of current DDoS attacks, utilizes legitimate HTTP requests to overwhelm victim resources. Because an AL-DDoS attack often mimics or occurs in the flash crowd events of popular websites, it becomes more difficult to be addressed. According to the security report from Arbor Networks [2], there has been a sharp escalation in DDoS attacks launched against popular Internet services in recent years.

1.1. Motivation

AL-DDoS attack detection and malicious traffic filtering techniques have long been important but difficult problems to be addressed. Popular web servers are usually the preferable targets for attackers to launch AL-DDoS attacks. In order to protect web servers, researchers have proposed lots of methods to detect AL-DDoS attacks. However, most of them have not met the requirements of detection in the heavy traffic environment. For example, Yi Xie et al. adopted a hidden semi-Markov process to present the behavior of Internet users [1,3]. The hidden semi-Markov approach is a complex algorithm. When users visit a website, it traces and records the whole visiting history of each user. According to our observation on two popular websites (Sina: www.sina.com
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and Taobao: www.taobao.com, the number of source IP addresses may reach a peak of 10^4 requests per second. It is noticeable that the hidden semi-Markov method is unlikely to perform effectively in backbone traffic. Another typical approach against AL-DDoS attacks is to use CAPTCHA [4,5]. This method requires users to recognize strings in a fuzzy picture and submit a response to a web server for authentication. However, users sometimes consider this operation as a negative experience to surf the Internet. Paper [6] introduced wavelets to identify anomalies in network traffic. But wavelet analysis is generally a post-mortem analysis and cannot be used for online processing. Paper [7] proposed a mechanism to voluntarily increase the bandwidth utilization of legitimate users. However, this approach cannot reduce the network congestion and the load of web servers. Paper [8] proposed a countermeasure that consisted of a suspicion assignment process and a DDoS-resilient scheduler. The suspicion process assigns a continuous 'valued vs. binary' measure onto each client session. It further utilizes these values to determine if and when to schedule the requests of a session. However, this approach is still too time-consuming to detect AL-DDoS attacks in large volume traffic.

In this paper, we are motivated to design a defense system at the backbone level. This system is able to detect AL-DDoS attacks targeting Internet web servers. Currently, most of these web servers are deployed together in a data center connecting directly to the backbones. Thus, it is critical to implement an effective method to detect AL-DDoS attacks and filter the malicious traffic in backbones before they cause detriments to the web servers. The proposed system has low complexity and can real-timely run in high volume traffic.

1.2. Contribution

The works and primary contributions of this paper are summarized as follows:

- We design an algorithm for mining web traffic models on backbones. The models are used to distinguish the traffic of AL-DDoS attacks from normal heavy traffic and flash crowds. (See Section 3.) We evaluate our approach in both the simulated and real environment. The results show that it is quite effective and accurate. (See Section 5.2.)
- The model mining algorithm is integrated into a modularized defense system. (See Section 4.) The architecture of this defense system has low complexity. The experiments show that the proposed system is quite efficient, and thus suits the backbone environment. (See Section 5.1.)
- We further compare our proposed algorithm and system with previous works. The analysis results show that our method and system exclusively satisfy the requirements of the heavy traffic environment, and thus outperform previous works. (See Section 5.3.)

The rest of this paper is organized as follows. We discuss the related work in Section 2. The details of the proposed algorithm are presented in Section 3. Then, we talk about the defense architecture in Section 4. Experiments and further discussion are presented in Sections 5 and 6 respectively, followed by conclusions in Section 7. Because this paper has lots of abbreviations and variables, for the convenience of readers, we list all of them in Table 1.

2. Related works

In the last decade, researchers have already done lots of work on how to detect various DDoS attacks. Readers can find some related works about how to counter traditional DDoS attacks in papers [9,10]. In this section, we mainly focus on the defense of AL-DDoS attacks.

First of all, Y. Xie et al. applied a hidden semi-Markov model (HsMM) to capture the web behavior of users [1,3,11,12]. However, according to our observation to the portal website 'Sina', the number of source IP addresses may reach a peak of 10^9 requests per second in the backbone environment. Thus, HsMM is unlikely to run under such real conditions. G. Oikonomou and J. Mirkovic [13] proposed to assign each webpage with a weight and then build a history graph for the visits of users. This task can be easily realized through the web-crawling techniques [14]. However, when we inspect a famous commercial website 'Taobao', we find this method become ineffective as there are too many dynamical web pages. Another typical approach is to use 'CAPTCHA' [4,5]. Users are asked to recognize a puzzle figure and the result is then submitted for further authentication. In practice, users may be annoyed and stop to continue this operation. S. Yu et al. adopted the flow correlation algorithm to discriminate suspicious flows [15]. This method requires a packet counting and recording process to be applied on a group of routers. In fact, the routers working on the backbones are too busy to fulfill this task.

There are also some other methods used to defend AL-DDoS attacks. Paper [7,16] proposed to encourage legitimate users voluntarily increasing bandwidth utilization. However, this approach cannot reduce the network congestion and the load of web servers. Jaeyeon et al. [17] characterized AL-DDoS attacks and flash crowds respectively. The results were then used to distinguish abnormal flows from Internet traffic. However, current sophisticated attackers are able to avoid the detection by changing the attack scheme. D. Das et al. [18] proposed an approach which consists of three phases to handle various HTTP flooding scenarios. Paper [8] also introduced a suspicion assignment mechanism and an AL-DDoS resilient scheduler to detect AL-DDoS attacks. According to their experiments, the performance of victims is improved from 40 to 1.5 s. In fact, these methods only release the symptom of being attacked. S. Byers et al. [19] discussed the conceptual AL-DDoS attacks. T. Yatagai et al. [20] introduced the browsing orders and time to detect AL-DDoS attacks. These two methods are too resource-consuming [21]. Khattab et al. [22] leveraged the ‘group-testing’ theory to detect AL-DDoS attacks. Srivatsa et al. [23] adopted the admission control to limit the number of concurrent clients in online services. However, these methods are challenges to the performance of web servers, which may become the new targets of AL-DDoS attacks. P. Barford et al. [6] introduced wavelets to identify the anomalies in traffic. The wavelets are post-mortem analysis and may not suit online application. G. Yan et al. [24] proposed a non-standard game-theoretic framework that facilitated evaluation of DDoS attacks and defense, but this method is designed for enterprise-scale deployment rather than portal web servers deployed in data centers.
3. Detection prototype

3.1. Real-time processing

In order to real-time process the traffic, we create a real-time frequency vector (RFV = (favg1, favg2, ..., favg)m), wherein m is the number of resources in the website, such as web pages and images. Each item in RFV denotes the average frequency of one resource being visited. Its value is calculated by Eq. (1) as in

\[
\begin{align*}
   favg^k_n &= \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{te_i - te_{i-1}} \right) \\
   favg^{k+1}_n &= \frac{1}{n+1} \left( favg^k_n \times n + \frac{1}{te_{n+1} - te_n} \right)
\end{align*}
\]

wherein we have 1 ≤ k ≤ m. In Eq. (1), the average frequency for each piece of resource favg^k_n is defined as the average reciprocal difference between every pair of successive arrival times te. The parameter n depends on the visitation frequency. The complexity of the algorithm is O(C), where C is a constant. Additionally, the spatial complexity of the algorithm is 2m with two parallel vectors recording current favg^k_n and the last arrival time te.

We can dynamically describe the visiting status of web users by using Eq. (1). However, in practice, we still have two problems to be solved:

\textbf{How to localize items in RFV?} The complexity of locating a specific item in a vector is O(n), where n indicates the length of the vector. In backbones, there are usually tens of thousands of ‘Get’ requests. Therefore, this localization method may not meet the demands of real-time processing. In our implementation, we adopt the Perl language to realize the algorithm. It has strong support for Hash tables and can help us achieve real-time traffic processing. The unique identifier for a resource is its URL. A URL generally has long string length and thus cannot be stored in a Hash table. Accordingly, we use the md5 technique (32 bits) to store the URL as a key in a Hash table.

\textbf{How to deal with the length of RFV?} In a large-scale website, such as Sina, the number of resources is massive. We have done statistics on the traffic of Sina. Because a large number of resource will be visited, the length of RFV is quite large. Thus, the real-time processing is almost impossible. In fact, previous research analyzed the real-world traffic traces and concluded that less than 10% of the most popular web pages accounted for more than 90% of requests [17]. In order to mine models from the visitation history of users, the algorithm does not require the accuracy of unit digit level. Therefore, we are able to dramatically decrease the length of RFV by neglecting the records which have small values of average frequency. For example, for a website with 20,000 resources, we can abridge the length of RFV to be less than 2000.

3.2. Traffic models

To derive traffic models from web traffic, we build a model set \( V = \{v_1, \ldots, v_j\} \) including the traffic models (tModel) and the models between models (bModel).

\textbf{How to get tModels?} There is a consensus that the Internet traffic follows the self-similarity distribution [25]. Through our observation on the Sina traffic, we found that it has a period of one day. In this paper, we set the Model Checking Period (MCP) to be one hour and choose the RFV as a tModel for the traffic of one hour. The initial state of V is \( \emptyset \). After we add the first RFV into the model set, every successive RFV in a MCP should be checked to determine whether the current RFV is a new tModel. We calculate the Pearson correlation coefficient between the current RFV (v) and \( tModels \) \( \{(v_i | 1 \leq i \leq p)\} \) in the model set, as in

\[
r = | \cos \theta | = \frac{v \times v_i}{||v|| \times ||v_i||}
\]

wherein the parameter \( \theta \) is the included angle. The value of the correlation coefficient in the range between zero and one. When r is close to one, the two vectors are more correlated and may belong to the same model. Otherwise, when r is close to zero, the current RFV can be deemed as a new model in the set. We set the Model Similarity Threshold (MST) to make the decision.

For the web traffic which follows the self-similarity distribution, V tends to become stable after models mining for a period of time. This indicates the duration has passed the Self-Similarity Period (SSP). For example, the SSP of Sina is set to be 24 h and the MCP to be one hour. Then, \( V \) becomes stable when \( p \leq 24 \). We can also adjust the MCP and use a smaller duration on the models. The RFV is the approximation of a real-time model in the web visitation traffic. However, the network traffic has noticeable jitter and it is almost impossible to present the model. Actually, we can change the MST to adjust the results of the model matching processes.

\textbf{How to get bModels?} We can construct real-time models by the RFV. However, these tModels are not sufficient for the detection. In fact, the visitation of users is an important temporal property in the web security. Different tModels exist for different temporal patterns. Therefore, we construct a Special Sequence Matrix (SSM) in Fig. 1, and based on it, we introduce another type of models: bModels.

bModels are produced dynamically and cause the diameter of the matrix growing dynamically as well. Thus, the SSM is a dynamic spanning matrix. In Fig. 1, the event of \( v_i \) emerging before \( v_j \) is denoted by \( v_i \rightarrow v_j \), and we have the following properties: (1) items in the diagonal line of the SSM denotes the number of instances for each tModel; (2) each item in the up-triangle of the SSM indicates the number of instances \( v_i \rightarrow v_j \) after \( v_i \) being produced \( \langle x \in (1, i) \rangle \); and (3) each item in the down-triangle of the SSM indicates the number of instances \( v_i \rightarrow v_j \) after \( v_i \) being produced \( \langle x \in (i, 1) \rangle \).

For each \( v_i \rightarrow v_j \), we set a window \( w(l) \), wherein \( l \) is the length of the window. As shown in Fig. 2, for any sequences inside the window, we define a bModel \( v_i \rightarrow v_j \), irrespective of whether there are other models between them. Thus, in Fig. 2, we obtain...
the sequential relations $\alpha \rightarrow \eta$, $\beta \rightarrow \eta$, $\gamma \rightarrow \eta$. We also have three instances of $bModels$. For each $bModel$, we record the number of their appearances in the SSM and push each new $bModel$ into the window. Therefore, $bModels$ can be dynamically obtained.

How to evaluate each $tModel$ and $bModel$ produced in our system? Firstly, by using the SSM, we are able to compute the possibility of each $tModel$ by Eq. (3) as in

$$p(v_i) = \frac{\sum |v_i| S_j}{\sum \sum |v_i| S_j}.$$  

(3)

For each $bModel$ $v_i \rightarrow v_j$, its support can be calculated by Eq. (4), which denotes the possibility of $v_i \rightarrow v_j$ having the same sequences originating from $v_i$:

$$p(v_i \rightarrow v_j | v_i) = \frac{S_j}{\sum S_j}.$$  

(4)

Moreover, the confidence of the $bModel$ can be calculated by Eq. (5). This denotes the possibility of the sequence $v_i \rightarrow v_j$:

$$p(v_i \rightarrow v_j) = \frac{S_j}{\sum \sum S_j}.$$  

(5)

3.3. For high detection accuracy and low false positive

The problem of flash crowds is a daunting challenge. This is because the traffic of flash crowds appears similar to a DDoS attack. In order to counter this problem, we implement another RFV for the inbound source IP addresses. Actually, attackers usually deploy a large, distributed botnet to overwhelm the victim. According to previous works [7,13,26,27], most botnets have less than 10,000 zombies. Conversely, a flash crowd is generally originated from tens of thousands of web users requiring the same business-critical content. Therefore, its traffic sources are far more dispersed compared with a real AL-DDoS attack. When the system detects a suspicious occurrence of an AL-DDoS attack, it calculates the entropy of the source IP addresses ($sIP$) as in Eq. (6). The result depicts the concentration degree of the captured traffic. In fact, the entropy of flash crowds is generally larger than that of a real AL-DDoS attack:

$$E_n = \sum_{i=1}^{m} P(sIP_i) \log(P(sIP_i)) = \sum_{i=1}^{m} \frac{favg_n^i \log(favg_n^i)}{favg_n^i}.$$  

(6)

Moreover, attackers often carry out moderate AL-DDoS attacks to avoid detection. As paper [7] stated, the protected service needs enough bandwidth to handle the stream of incoming requests. The web servers can easily satisfy the requirement via providing another access link with better bandwidth. Our system directly connects to the backbone outside the data center, which has significant bandwidth. Therefore, when the moderate AL-DDoS attacks reach the web servers discussed in this paper, it can be expected that the detriments will not be too critical to the performance of the web servers. As suggested by [28], we simply neglect this kind of moderate AL-DDoS attacks.

4. System architecture

We further integrate previous detection algorithms into a modularized AL-DDoS attack defense architecture. It consists of three modules: Abnormal Traffic Detection Module, DDoS Attack Detection Module and Filter Module. The system architecture and the work flows are shown in Fig. 3.

4.1. Abnormal traffic detection module (ATDM)

The ATDM is a real-time analyzer of time series deployed as a head-end sensor. In the real world, regular traffic comes from the legitimate systems. Thus, we only need to observe the abrupt changes in the traffic of HTTP ‘Get’ requests. Once an anomalous feature is observed, a specific signal of ‘ATTENTION’ is sent to the DDoS attack detection module for further analysis. The result suggests if this feature indicates a flash crowd or an AL-DDoS attack. There are lots of effective and efficient methods to analyze the heavy traffic in backbones [29,30]. In this paper, we predict the rate of the ‘Get’ requests and adopt the simple AR model. Besides, in order to decrease the noise in the web traffic, we use the dynamical Kalman filter to calibrate the prediction result. The details of the ATDM are as follows:

We monitor the stream of the HTTP ‘Get’ requests. Traffic intensity is investigated at constant time intervals, which form a time series denoted by $\{y_1, y_2, \ldots, y_t\}$. In this paper, we measure the traffic intensity by the total number of packages received in a time interval. In fact, the traffic intensity can be predicted by previous observations and any significant changes in it indicate a potential AL-DDoS attack or flash crowd. Therefore, at time $t$, the significant difference between the observation $x_t$ and the estimated value $y_t$ indicates that current traffic is abnormal. The AR model for predicting the current traffic intensity is shown in

$$y_t = \sum_{k=1}^{p} a_k^t x_{t-k} + e_t.$$  

(7)

wherein $y_t$ is the prediction of $x_t$. The stationary model parameter is $a_k^t$ and the observation error is $e_t$. We simply assign $a_k^t$ to be $2^{-k}$ and the sum of $a_k^t$ to be 1. The model degree $p$ strongly depends on

![Fig. 3. The system architecture and work flow.](image-url)
the properties of the protected websites. We will discuss it in the experiment.

The sensor counts the HTTP ‘Get’ requests every second. Based on previous p records, the AR model calculates the prediction \( y_t \) for the next step. The value of \( y_t \) needs to be calibrated because of intense fluctuation in the network traffic. We take Fig. 4 as an example. It describes an episode of HTTP ‘Get’ requests from Sina and Taobao on April 10th 2010. According to our investigation, the traffic in Fig. 4(A) and (B) can be considered as normal traffic. We use \( d_t \) to denote the deviation between the predicted value \( y_t \) and the observation \( x_t \). As shown in Fig. 4(C) and (D) respectively, the deviation \( d_t \) has large fluctuation which may significantly affect the detection of abnormal events. In this paper, we introduce the Kalman filter to calibrate the value of \( y_t \). The Kalman filter is an adaptive data processing algorithm which suits the on-line estimation. Fig. 4(E) and (F) show the results of 2-step Kalman calibration. Noticeably, the fluctuation in original deviations has been calibrated and smoothed.

Besides, the Kalman filter is a recursive algorithm which may cause some delay. We adopt the N-step recursion. Therefore, the total complexity of the abnormal traffic detection is \( N \times p \). We use observations from \( x_t \) to \( x_{t+N} \) to estimate the improved prediction. The delay will increase when \( N \) becomes larger and the accuracy inversely decreases. Actually, it is necessary to find a trade-off between the prediction accuracy and the delay. We will discuss the parameter \( N \) in the experiments.

After the Kalman filter smooths the deviation \( d_t \), the ATDM will report an abnormal event when \( d_t \) exceeds a presumed threshold. We calculate the variance of \( d_t \) as in

\[
\delta^2_d = \frac{1}{p} \sum_{t-p}^{t} (d_t - E(d_{t-p}))^2.
\]

We consider the threshold of the ATDM as

\[
d_t > k\delta^2_d.
\]

Although the ATDM is able to detect abnormal traffic in the backbone, we cannot ascertain it as an AL-DDoS. We need to distinguish it from flash crowd events in the module DADM. As is shown in Fig. 3, this function is achieved by the ATDM sending an ‘ATTENTION’ signal to the DADM. This means the DADM does not work all the time in the whole procedure. It only runs when the abnormal traffic arrives. Correspondingly, when the ATDM finds the traffic has changed back to the normal status, it will send a ‘DISMISS’ signal to the DADM and stop continuing the processing.

4.2. AL-DDoS attack detection module (DADM)

Our work is concerned with four types of abnormal traffic: (1) ‘Repeated Request AL-DDoS Attack’: This type of attack mainly focuses on the homepage or a hot webpage, so the targets of the traffic converge to one or two points. We also suppose the attack is launched by a certain quantity of bots, like MyDoom [31] and Code Red [32]. Thus, the sources of the traffic will converge to a group of points. (2) ‘Recursive Request AL-DDoS Attack’: This type of attack performs as a ‘Website Spider’ [33]. Its traffic is scattered onto different web pages. As a result, the sources of the traffic converge to a group of points but the targets of the traffic become dispersed. (3) ‘Repeated Workload AL-DDoS Attack’: This type of attack is able to use less bots but causes even greater damage to the website. However, the traffic will be similar to the case of ‘Repeated Request AL-DDoS’. A group of bots continually send requests of a large image or database searching operations. (4) ‘Flash Crowds’: A flash crowd describes an event of an unexpected visiting surge to a website. It results from the announcement of a new service or free software download. The sources of flash crowds are definitely scattered because they are the HTTP ‘Get’ requests originated from legitimate users. Conversely, the targets of flash crowds converge to one or two points because the visitors are mainly interested in one webpage or resource.

When an ‘ATTENTION’ signal arrives from the head-end sensor, the DADM is activated. The detection method discussed in Section 3 is embedded in this module. It traces each incoming source IP address and the required webpage, and then records the average frequencies in the related RFV. The detailed workflow is shown in Fig. 5. In the heavy traffic, the average frequency can be considered as the possibility of each required webpage. Actually, the processing of the RFV is quite efficient for a backbone environment.
and produces a series of traffic models. For tModels, we compute their probabilities by Eq. (3). For bModels, we are able to calculate their support and confidence values by Eqs. (4) and (5), and use \((\text{confidence-support})/2\) instead of the probability. The DADM compares the current model with the models of normal traffic in the model set; if the probability of the current model is smaller than a presumed threshold, this abnormal traffic will be considered as an AL-DDoS attack or a flash crowd.

Moreover, in order to distinguish the AL-DDoS attack and the flash crowd for each abnormal traffic, the values of entropy on each tModel or bModel are calculated to describe the distribution of the incoming sources and the target URLs. For the convenience of analysis, we name S as the RFV of source IP addresses, T as the URLs of required web pages, numeral one as the ‘repeated request AL-DDoS attack’, numeral two as the ‘recursive request AL-DDoS attack’, numeral three as the ‘repeated workload AL-DDoS attack’, and numeral four as the flash crowds. Based on the previous definitions of each type of AL-DDoS attacks and flash crowds, we have

\[
\frac{\text{En}(S)_2}{\text{En}(T)_2} > \frac{\text{En}(S)_3}{\text{En}(T)_3} > \frac{\text{En}(S)_4}{\text{En}(T)_4}
\] (10)

wherein the entropy \(\text{En}(S)\) or \(\text{En}(T)\) is calculated by Eq. (6). Theoretically, as shown in Eq. (10), flash crowds generally have the smallest ratio of entropy values. Thus, we are able to distinguish the flash crowds from various AL-DDoS attacks.

4.3. Filter module (FM)

As shown in Fig. 3, when the abnormal traffic is proven to be an AL-DDoS attack, the DADM will send the malicious source IP addresses as the parameters to the FM, and then stop the AL-DDoS attack. Current AL-DDoS attacks are generally launched by more than 20,000 compromised computers [9]. Therefore, it is a tough task to block such a large list of IP addresses. The simply searching method will definitely decrease the efficiency of the whole system. In order to filter most malicious traffic, we can apply filtering technologies in network routers [34,35], but the routers need to look for the prefix of an IP address based on its mask code, while the FM in our system can cover the whole IP address. In this paper, we adopt the Bloom Filter [36]. An empty Bloom Filter is a bit array of \(m\) bits. All items are set to be 0. There are also \(k\) different hash functions, each of which maps or hashes some elements to one of the \(m\) positions in an array with a uniform random distribution. In our system, the length of the bit array \(m\) is \(2^{20}\) and two hash functions are implemented inside \((k = 2)\). Suppose the IP addresses are described by the dotted decimal notation ‘A.B.C.D’, then the hash functions are:

\[
(A^3 + B^3 + C^1 + D^3) \mod 2^{20}
\]

\[
(A \times B \times C \times D) \mod 2^{20}.
\] (11) (12)

In order to add an element, we need to pass the IP address to each of the two hash functions and get two array positions. Set the bits at all these positions to 1. To query for an element (test whether the IP address is in the set), we also pass it to each of the two hash functions to get two positions. If any of the bits at these positions is equal to 0, the IP address does not exist in the set. As is shown in our experiment, it is capable of limiting the conflict below \(16 \times 10^{-4}\). If all the hash functions return to 1, either the IP address is in the set, or the bits have been set to 1 by inserting other IP addresses. The latter situation will be considered as a collision. We set the filter has two hash functions and the length of the hash table is \(2^{20}\). The estimated quantity of malicious IP addresses is 20,000. Then, the collision possibility (CP) can be calculated as in

\[
\text{CP} = \lim_{m \to \infty} \left(1 - \left(1 - \frac{n}{m}\right)^k\right)^k = \lim_{m \to \infty} \left(1 - e^{-\frac{mn}{m}}\right)^k < \left(\frac{\ln k}{m}\right)^k = \left(\frac{2 \times 2 \times 10^4 \times 10^6}{10^5}\right)^2 = 16 \times 10^{-4}.
\] (13)

The result means that the number of \(2^{20}\) bits occupies 128 kB memory for two hash tables. This memory cost is trivial for most current machines.

5. Experiment

We evaluate the AL-DDoS detection method and the system architecture in two aspects: firstly, we use the discrete random series to simulate the traffic and validate our system using the simulated data. Secondly, we use the real-world Sina web traffic from a backbone network.

5.1. Evaluate real-time processing on backbone traffic

We performed an evaluation of our system using the real-world traffic. The traffic data came from the backbone of China Telecom in Southwest China with a bandwidth of 40 Gb/s. We used an 8 Gb/s TAP for collecting the traffic. The sample rate is \(\frac{1}{4}\). We show the Sina traffic statistics from 3rd May to 7th May in Fig. 6. During this period of time, we can see three suspicious periods indicating possible attacks.

We replay the real traffic data to the proposed system of this paper. After we train the model set of the DADM using the traffic collected during 4th and 5th May, we mainly get two models in the model set V. We show the results in Table 2. In this experiment, the MST is set to be 0.8. The first model represents the traffic from 0 am to 5 pm on 4th May, followed by 0 am to 4 pm on 5th May. The second model represents the traffic from 6 pm to 11 pm on 4th May and 5 pm to 11 pm on the following day. Table 3 shows the SSM.
and the related bModels. In this experiment, there is one bModel ‘M1 → M2’, which is indicative that the M1 has an exclusive possibility for it to precede M2 in the sequence. Therefore, the problem becomes whether those three suspicious periods of traffic can be captured by the ATDM and then identified as an AL-DDoS attacks rather than flash crowds in the DADM.

We replay the traffic of 6th May to our system. We record the process of detecting abnormal traffic in the ATDM. As shown in Fig. 7, in order to choose an optimized value of the Kalman calibration step, we evaluate this parameter from 1 to 3 on the traffic of 6th May. Firstly, the experiment results show that it is able to detect noticeable deviations with all the settings when the abnormal traffic on 6th May appears. Secondly, the deviations have been better restrained and smoothed by setting \( k \) to be 2. Later, we will set \( k \) to be 2 in the experiment.

We also investigate the DADM by using the traffic of 6th May. As shown in Table 2, we find these three suspicious attacks are highly correlated to two models in the model set. Since we consider the models from the normal traffic on 4th and 5th May, we conclude that the two suspicious periods of traffic on 6th May are not AL-DDoS attack traffic. They are occasional high volume normal traffic.

5.2. Evaluate detection accuracy and false positive

Previous experiments have proven our system is able to distinguish between normal traffic and abnormal traffic. In this section, we will focus on evaluating the detection accuracy of AL-DDoS attacks and flash crowds in the DADM. The experiments use both the simulated method and the real-data method.

5.2.1. Simulated method

We assume that less than 10% of most popular web pages account for more than 90% of the requests. In this paper, we introduce Gaussian discrete time series [17] to represent this character. An alphabetic set \( A = \{A–Z, a–z\} \) is used for simulating HTTP web traffic. In Fig. 8, the 52 letters are numbered from 0 to 51. With different average values (MU) and variances (SIGMA), the whole procedure forms 5 models, each of which delegates one special case
observed in web traffic. We list their meanings in Table 4 and implement this part of the evaluation in Matlab7.14. The ‘DENSITY’ describes the arrival rate of HTTP sessions. We assume models D and E are the potential AL-DDoS attacks because HTTP sessions are more integrated in these two models which may be caused by AL-DDoS attacks or flash crowds. In order to choose the best MCP and MST, we test a range of MCPs and MSTs for each model. As an example, Table 5 shows the result of model A’s traffic. We choose the best MCP and MST by identifying the largest 1-Rectangular. In Table 6, we set MCP to be 40 (using the number of program loops as MCP) and MST to be 0.7. After the analysis of each model, we set MCP to be 40 and MST to be 0.725 (average value) for the simulated evaluation.

Table 2
Correlation result (M: Model, H: Hour, MST = 0.8).

<table>
<thead>
<tr>
<th>M</th>
<th>H</th>
<th>4th May</th>
<th>5th May</th>
<th>5th May</th>
<th>6th May</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.9077</td>
<td>0.6690</td>
<td>0.9009</td>
<td>0.6430</td>
</tr>
<tr>
<td>2</td>
<td>0.9511</td>
<td>0.8729</td>
<td>0.5353</td>
<td>0.8707</td>
<td>0.5302</td>
</tr>
<tr>
<td>3</td>
<td>0.9113</td>
<td>0.8511</td>
<td>0.5504</td>
<td>0.8339</td>
<td>0.5269</td>
</tr>
<tr>
<td>4</td>
<td>0.8799</td>
<td>0.8549</td>
<td>0.5649</td>
<td>0.8212</td>
<td>0.5058</td>
</tr>
<tr>
<td>5</td>
<td>0.8755</td>
<td>0.8599</td>
<td>0.6075</td>
<td>0.8306</td>
<td>0.5692</td>
</tr>
<tr>
<td>6</td>
<td>0.8576</td>
<td>0.8493</td>
<td>0.6275</td>
<td>0.8278</td>
<td>0.5947</td>
</tr>
<tr>
<td>7</td>
<td>0.8664</td>
<td>0.8600</td>
<td>0.6368</td>
<td>0.8325</td>
<td>0.5967</td>
</tr>
<tr>
<td>8</td>
<td>0.8702</td>
<td>0.8618</td>
<td>0.6166</td>
<td>0.8369</td>
<td>0.5717</td>
</tr>
<tr>
<td>9</td>
<td>0.8733</td>
<td>0.8597</td>
<td>0.5987</td>
<td>0.8395</td>
<td>0.5765</td>
</tr>
<tr>
<td>10</td>
<td>0.8725</td>
<td>0.8630</td>
<td>0.6088</td>
<td>0.8450</td>
<td>0.5986</td>
</tr>
<tr>
<td>11</td>
<td>0.8869</td>
<td>0.8599</td>
<td>0.7071</td>
<td>0.8547</td>
<td>0.6968</td>
</tr>
<tr>
<td>12</td>
<td>0.8819</td>
<td>0.8636</td>
<td>0.7083</td>
<td>0.8511</td>
<td>0.6963</td>
</tr>
<tr>
<td>13</td>
<td>0.8788</td>
<td>0.8629</td>
<td>0.6665</td>
<td>0.8493</td>
<td>0.6475</td>
</tr>
<tr>
<td>14</td>
<td>0.8635</td>
<td>0.8629</td>
<td>0.6486</td>
<td>0.8283</td>
<td>0.5859</td>
</tr>
<tr>
<td>15</td>
<td>0.8657</td>
<td>0.8556</td>
<td>0.6427</td>
<td>0.8327</td>
<td>0.6072</td>
</tr>
<tr>
<td>16</td>
<td>0.8767</td>
<td>0.8535</td>
<td>0.7723</td>
<td>0.8447</td>
<td>0.7505</td>
</tr>
<tr>
<td>17</td>
<td>0.8012</td>
<td>0.7981</td>
<td>0.9206</td>
<td>0.7884</td>
<td>0.9052</td>
</tr>
<tr>
<td>18</td>
<td>0.6798</td>
<td>0.6666</td>
<td>0.9706</td>
<td>0.6556</td>
<td>0.9682</td>
</tr>
<tr>
<td>19</td>
<td>0.5977</td>
<td>0.9830</td>
<td>0.6077</td>
<td>0.5871</td>
<td>0.9679</td>
</tr>
<tr>
<td>20</td>
<td>0.5509</td>
<td>0.9564</td>
<td>0.5706</td>
<td>0.5818</td>
<td>0.9584</td>
</tr>
<tr>
<td>21</td>
<td>0.5396</td>
<td>0.9477</td>
<td>0.5631</td>
<td>0.9639</td>
<td>0.5381</td>
</tr>
<tr>
<td>22</td>
<td>0.5349</td>
<td>0.9269</td>
<td>0.5698</td>
<td>0.9662</td>
<td>0.5366</td>
</tr>
<tr>
<td>23</td>
<td>0.5913</td>
<td>0.9372</td>
<td>0.6039</td>
<td>0.9663</td>
<td>0.5804</td>
</tr>
<tr>
<td>24</td>
<td>0.7826</td>
<td>0.9296</td>
<td>0.7973</td>
<td>0.9255</td>
<td>0.7324</td>
</tr>
</tbody>
</table>

Table 3
Special sequence matrix (M: MODEL).

<table>
<thead>
<tr>
<th>M1</th>
<th>M2</th>
<th>Support</th>
<th>Confidence</th>
<th>Possibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>17</td>
<td>1</td>
<td>M1 → M2</td>
<td>0.0556</td>
</tr>
<tr>
<td>M2</td>
<td>0</td>
<td>7</td>
<td>M2 → M1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4
Model meaning in simulated experiment.

<table>
<thead>
<tr>
<th>Model</th>
<th>MU</th>
<th>SIGMA</th>
<th>DENSITY</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>25.5</td>
<td>4</td>
<td>2</td>
<td>General web traffic</td>
</tr>
<tr>
<td>B</td>
<td>25.5</td>
<td>4</td>
<td>4</td>
<td>Traffic at deep night</td>
</tr>
<tr>
<td>C</td>
<td>25.5</td>
<td>4</td>
<td>1</td>
<td>Heavy traffic</td>
</tr>
<tr>
<td>D</td>
<td>25.5</td>
<td>2</td>
<td>2</td>
<td>Possible DDoS attack</td>
</tr>
<tr>
<td>E</td>
<td>27.5</td>
<td>2</td>
<td>2</td>
<td>Possible DDoS attack</td>
</tr>
</tbody>
</table>

Table 5
The number of models in the simulated traffic (the values in the first row: MST, the values in the first column: MCP.)

<table>
<thead>
<tr>
<th>0.95</th>
<th>0.90</th>
<th>0.85</th>
<th>0.80</th>
<th>0.75</th>
<th>0.70</th>
<th>0.65</th>
<th>0.60</th>
<th>0.55</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>95</td>
<td>67</td>
<td>40</td>
<td>28</td>
<td>12</td>
<td>7</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>42</td>
<td>27</td>
<td>12</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>29</td>
<td>18</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>21</td>
<td>13</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>18</td>
<td>9</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>15</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>70</td>
<td>11</td>
<td>9</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>80</td>
<td>11</td>
<td>8</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>90</td>
<td>9</td>
<td>7</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>9</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6
Correlation results from model A to model E.

<table>
<thead>
<tr>
<th>Model</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0.8469</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0.7887</td>
<td>0.8607</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>0.6407</td>
<td>0.7016</td>
<td>0.5987</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>0.6392</td>
<td>0.6797</td>
<td>0.6776</td>
<td>0.6608</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6 shows the correlation results with 5 models. We can see that models A, B and C are highly correlated even though their density deviates from each other. This proves the normal traffic can be determined from one identical model. Conversely, models D and E have lower correlation to normal traffic models. It is evident that we can use correlation to separate the two classes.

5.2.2. Real-data method

We also insert an artificial traffic period as flash crowds into the traffic of 4th May and an artificial traffic period as an AL-DDoS attack into the traffic of 7th May. Both additions are made at 12:00 am for a period of 10 min. Fig. 9 describes the traffic by minutes. The AL-DDoS attack is launched by a scale of 2000 nodes. Flash
crowds is launched by a scale of 20,000 nodes. The entire sources’ IP addresses are random.

Table 7 indicates that they are easily detected by our system. Moreover, through calculating the entropy of the source IP addresses, we are able to classify them into different traffic. As is discussed in Section 3.3, the entropy of a flash crowd generally has larger value than that of an AL-DDoS attack. The problem is how to set the thresholds to distinguish them. In our system, according to our experience, we set it to be $2 \times 10^6$, and this threshold works well till now.

5.3. Comparison with other AL-DDoS detection methods

The detection of the AL-DDoS attack is a ‘yes’ or ‘no’ question. Lots of methods in previous works [1,3,5,6,13,30,33] can also achieve good performance on detecting AL-DDoS attacks. In this paper, we mainly focus on proposing an AL-DDoS detection system which is capable of being deployed in the traffic of the backbone. Therefore, we compare our AL-DDoS detection method and system architecture with previous works in four key aspects: efficiency, accuracy, scalability, and complexity.

Because the backbone carries heavy traffic, it requires the proposed system has great efficiency. Besides, modern AL-DDoS attacks are similar to flash crowds and are usually concealed in the heavy backbone traffic. Therefore, in order to reduce the false positive, the proposed system also needs to identify normal traffic, AL-DDoS attacks and flash crowds. Some of the previous works only suit a small or medium scaled environment rather than on a backbone, so we also evaluate the scalability of our system. Besides, several previous methods have good performance on detection, but it is hard for them to be deployed in a backbone environment. This concerns the complexity of the system. We show the comparison results in Table 8.

The first work in the comparison is the hidden semi-Markov method introduced in [1,3]. This method records each visiting sequence of users and is able to accurately detect AL-DDoS attacks and flash crowds. However, due to the complexity of their algorithms, we consider the efficiency and the scalability are ‘low’. The second work [13] is to model human behavior to defend against AL-DDoS attacks. This method also needs to record the visiting sequence of users on the website. For most popular business websites, since the number of web pages is considerable, this method is almost impossible to be applied. The Botz-4-Sale [5] needs the collaboration of CAPTCHA. The cost in CPU processing time leads to Botz-4-Sale only being deployed in medium-scaled websites. Paper [17] characterizes abnormal traffic to detect AL-DDoS attacks. This traditional method can be easily deployed in large-scaled websites. However, modern AL-DDoS attacks are quite stealthy and the characters summarized in this paper may not attain a good accuracy. Wavelet methods proposed in [6,30] are generally post-mortem methods which are not suited for real-time AL-DDoS detection in the backbone traffic. Paper [33] adopts a covariance-matrix for the detection of AL-DDoS attacks, but implementing such a matrix for each user in a popular website has a high cost. Our proposed system outperforms previous works because of the simple and efficient algorithm used for AL-DDoS detection. According to the previous experiments, it achieves good performance on distinguishing between AL-DDoS attacks and flash crowds. Moreover, the architecture is organized by modules. Therefore, the system is isolated from web servers and the detection will not affect the performance of them.

6. Discussion and open issues

A few limitations and open issues are worth discussing. Firstly, because the real traffic in backbone changes rapidly, the AR model may be rough to present the HTTP Get traffic. We adopt it in our system for three reasons: (1) in this paper, the AR model is not used for accurate presentation of traffic. What we focus on is to capture significant deviations in this traffic. (2) By using the Kalman filter online, the noise of rapid changes can be mitigated and the prediction accuracy will be improved. (3) The AR model is simple and can work efficiently.

Secondly, sophisticated attackers may increase the AL-DDoS traffic slowly, so that they can avoid detection by our system. In order to overcome this limitation, we have set a threshold inside the ATDM. When the real-time traffic rises beyond this threshold, even if the ATDM does not detect any abnormal traffic, it will also send out an ‘ATTENTION’ signal and activate the DADM to start the AL-DDoS detection.

Thirdly, the proposed method and system involve many variables and parameters. Some of them are determined by experience.
For example, we set the parameter of the AR model $p$ to be 5 in the experiments. However, there is nothing special about 5. We use 5 instead of other values because it is neither too large nor too small. Actually, we can train these unknown variables and parameters and find their optimized values in real traffic.

Fourthly, because the compromised zombies may be recovered to be legitimate clients, we need to reset bloom filters in the FM after AL-DDoS attacks. We can schedule this process by either resetting all entries simultaneously or removing some entries at a specific rate. We will implement this process in our future work.

7. Conclusion

This paper proposes a method of model mining on heavy backbone traffic to detect application-layer DDoS attacks. We also propose a defense architecture including a novel detection method in the related module. Evaluation using simulation and real data demonstrates that our algorithm is effective. When AL-DDoS attacks are detected, we can identify the malicious sources and use an efficient filter to stop the abnormal traffic. An open issue is how to improve the reaction rate. We will investigate and implement this problem in the future.
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